
International Journal of Scientific & Engineering Research Volume 9, Issue 9, September-2018                                                                                           318 
ISSN 2229-5518  
 

IJSER © 2018 
http://www.ijser.org  

Neural network model for the prediction of PM2.5 
daily concentrations in Cracow 

Karolina Alicja Sala 
 

Abstract— The aim of study is to develop artificial neural networks for the air quality prediction, based on pollutants observations for the 
2017 year, in Cracow, Poland. Briefly overviewed the stages of development of the neural network models and description of the features. 
Several parameters such as PM1, PM2.5, PM10, temperature, air pressure and humidity are considered in this study. LSTM neural 
network models have been found to provide sufficient reliable predictions, which means they are an effective tool for analyzing and 
predicting air pollution. The performance of the developed model was assessed through a measures. 
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——————————      —————————— 

1 INTRODUCTION                                                                     
ir quality has recently become a serious environmental 
problem in many southern Polish cities. Standards de-
fined by European Union and Polish law are exceeded 

many times. The disturbing results of studies conducted by 
the WHO makes a lot of people are asking about the reason for 
the poor condition of the air in the southern regions of the 
country [1]. Pollutants come from various sources. Sulfur ox-
ides are mainly produced by cars, while the emission of nitro-
gen oxides is responsible for both vehicles and the energy in-
dustry. In the case of nitrogen dioxide contamination, the 
problem occurs in large cities, with heavy transport arteries. In 
the air there are also polycyclic aromatic hydrocarbons, which 
are from dust produced as a result of combustion of fossil 
fuels and wood. Carbon monoxide is produced by the com-
bustion of fossil fuels with limited oxygen availability. In the 
air there are also dusts visible with the naked eye. The biggest 
problem is in the case of polycyclic aromatic hydrocarbons 
and particulate matter PM10, consisting of particles with a 
diameter below 10 micrometres, as well as a finer fraction of 
dust, PM 2.5, consisting of particles with a diameter below 2.5 
microns.  

This issue affects environmental degradation and human 
health. Nitrogen oxides contribute to the development of 
bronchial and circulatory diseases, while sulfur oxides have a 
negative effect on lung function. Carbon monoxide affects the 
work of the heart and brain. Airborne dusts can cause throat 
and respiratory diseases as well as allergies. Particle size of 
aromatic hydrocarbons is critical in determining the particle 
deposition location in the human respiratory system [2]. Re-
ferring to particles with a diameter less than or equal to 2.5 m, 
has been an increasing concern, as these can be deposited into 
the lung gas-exchange region, the alveoli [3]. Therefore, air 
quality forecasting can have a significant impact on the steps 
taken by the government to reduce this issue. 

2 RELEVANT WORK 
Forecasting the concentrations of air pollutants represents a 

challenging errand due to the complexity of the physical and 
chemical processed involved. The majority common forecast-
ing approaches are numerical models and statistical models. 
Numerical models need knowledge of pollution sources, the 
chemical composition of the exhaust gases, and the physical 
processes in the atmospheric boundary layer [4]. However, 
statistical models have been applied on the basis of meteoro-
logical data. Mostly require a huge amount of measurement 
data under a large multiplicity of atmospheric conditions. For 
several years, lots of researchers used these methods for pre-
dicting concentrations of air pollutants.  
    There have been many applications of neural networks since 
the 1990s, and researchers have obtained practically good re-
sults. Artificial neural networks structures have been devel-
oped to make better forecasts. Models based on artificial neu-
ral networks are based on the study of processes occurring in 
the human brain. During the process of learning neural net-
work can reveal the complex relationship between the data 
input and output. After completing the training, the neural 
network is able to predict the future values of the given se-
quence based on the values given previously and the existing 
variables. In the paper Xiao Fen et al. (2015) an artificial neural 
network was used to predict daily average PM2,5 concentra-
tions two days earlier. The model was developed from 13 dif-
ferent air pollutants monitoring stations in China. Meteorolog-
ical data was used as inputs to a multi-layer perceptron (MLP) 
type of backward propagation neural network. It turned out 
that the model created could be an effective tool to improve 
PM 2.5 prediction accuracy [5]. Junxiang Fan et al. (2017) pro-
posed a spatiotemporal prediction framework based on miss-
ing value processing algorithms and deep recurrent neural 
network (DRNN). Evaluated and analysed three different 
missing value fixing algorithms. It turned out that the DRNN 
framework handles this issue best in comparison to the other 
tested algorithms, which were deep feed forward neural net-
works and gradient boosting decision trees [6]. In the above 
experiment, the tested algorithms were incorporated into deep 
neural network that consists of LSTM (Long Short-term 
Memory). This technique was also proposed by Xiang Li et al. 
(2017). Experiments performed using the spatiotemporal deep 
learning (STDL) model, the time delay neural network 
(TDNN) model, the autoregressive moving average (ARMA) 
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model, the support vector regression (SVR) model, and the 
traditional LSTM NN model. The LSTME model proved to be 
better compared to the statistics-based models [7]. Brief review 
of existing researches illustrated huge potential of long short-
term memory neural network purpose in air quality predic-
tion issues.In this application, examined RNN approach for air 
quality forecast based on data generated by the sensor net-
work located in Cracow. This paper aims to extend a special 
RNN architecture referred to a long short-term memory neural 
network (LSTM NN). 

3 DATA COLLECTION AND PREPROCESSING 
3.1 Data Collection 
The study area is one of the most popular Polish city, Cracow. 
Used dataset consists air quality data, includes meteorological 
parameters and pollutant concentrations matter PM1, PM2.5 
and PM10, temperature, air pressure and humidity from 2017, 
generated by network of 56 sensors located in Cracow. Each 
had its own location (6 of them where replaced during this 
time period and have almost the same latitude and longitude). 
Downloaded pollutant data starting from 1th Jan 2017, till 31th 
Dec 2017. The data resolution is 1 hour. Dataset contained 
670246 records for each station. Due to the significant amount 
of missing data for many sensors, four of them were selected 
for this experiment. Two factors were taken into account when 
choosing the sensors. Selected sensors with the largest amount 
of recorded data, and which were located at a considerable 
distance from each other to reduce the interference of distinct 
geographic areas on the monitoring meteorological data. 

3.2 Data Collection and Preprocessing 
In this first part, we'll try to get a grasp of how polluted was 
the air all over the Cracow during 2017. The descriptive statis-
tics of air pollution for the dataset are shown in Table 1. The 
values (mean, standard deviation, minimum, maximum) are 
based on the average daily values in each selected monitoring 
station. 

Krakow is located in the basin (valley) of the Vistula River, 
due to which natural conditions of ventilation are limited. On 
three sides it is surrounded by high elevations of terrain, that 
causes limiting the movements of air masses. About 30% of 
days are windless, for the next 30-40% of the time the wind 
does not exceed 2 m/s. Fig. 2 shows the relationships between 
the hourly concentration of PM2.5 at Cracow in 2010 and the 
variables temperature taken into account. It has been observed 
that the temperature has a significant affect on PM25 levels. 
The temperature and concentration of PM25 are directly corre-
lated. High temperature caused high potential for air pollu-
tion, whereas the low temperature caused low air pollution 
potential. Observation puts forward the hypothesis that the 
increase in pollution is related to the decrease of temperature. 
Temperature, consistent with summer/winter cycles, shows an 
increasing trend in the first half of the year and a decreasing  
 
one in the second half. Humidity is one of the atmospheric 
elements that absorbs solar radiation, preventing it from inter 
 

acting with pollutants. Therefore, the humidity level is also a 
significant factor. A pressure increase was also observed. The 
overview of the datasets seeks to set up the connection be-
tween the hourly mean concentration of PM2.5 and explanato-
ry variables. The average off all pollutions far exceeds accept-
ed standards. Therefore, this variable has been assumed as the 
output data in this research. 
 

 
 
 
 
 
 
 
 
 

 

 

 

 

 
 

 
 
 
 
 

2.3 Data Preprocessing 
The following features were used as the input data: PM1, 

TABLE 1 
DESCRIPTIVE ANALYSIS OF THE DATASET 

Feature Station Mean Std Min Max 
PM2.5 212 25.042283 28.011725 0 221 
 214 32.057186 35.591432 0 272 
 220 31.737531 35.785010 0 286 
 226 30.49050 37.38188 0 304 
PM10 212 40.775306 41.698919 0 314 
 214 51.663665 51.969130 0 425 
 220 50.903866 52.411169 0 451 
 226 48.214244 54.388198 0 448 
PM1 212 25.227373 24.439209 0 189 
 214 32.408724 32.566478 0 256 
 220 32.181287 32.433222 0 245 
 226 30.379226 31.784032 0 239 
Temperature 212 8.994176 8.332834 -15 35 
 214 8.542042 8.350891 -15 33 
 220 9.085504 8.175138 -14 33 
 226 8.635272 8.286543 -16 33 
Humidity 212 68.926724 20.428986 2 121 
 214 74.978947 21.952261 17 145 
 220 72.735600 21.226801 16 131 
 226 69.997901 19.193049 9 120 
Pressure 212 101491.706542 736.828704 98295 103038 
 214 101804.586207 794.818701 98468 104176 
 220 101649.274953 766.953423 98325 103843 
 226 101632.577625 742.311130 98381 103503 

 
Fig. 1. Scatter plots for the set of hourly observations recorded in 2017, 
the relationships between the PM2.5 concentration and the following fea-
tures: temperaturę, humidity, pressure. 
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PM10, temperature, pressure and humidity. Data have been 
merged hourly in chronological order. Many data were miss-
ing. In case of a hourly observations, the missing data might 
be filled up. Used a non-parametric algorithm called k-
nearest-neighbors (KNN) to replace missing values. Nearest 
Neighbor (NN) assignment algorithms are effective methods 
to supplement missing data, where each value is missing some 
records is replaced by the value obtained from related case 
units in the whole set of records [8]. A filled set of data was 
were preprocessed and transformed into a time series so that it 
could be used for a supervised learning problem. All features 
were rescaled normalized and standardized before giving as 
input to the network. The input data scaled between 0 and 1 
because LSTM model works best on values in 0-1 range. Data 
normalization helps to remove noisy data, creating a more 
homogeneous distribution, in order to get better prediction 
performance. 

4 METHODS 
In this paper, used a specific RNN architecture, long short-
term memory (LSMT), to explore time series pollution in Cra-
cow. This section details the modelling approaches. To avoid 
the raising of the air pollution under such conditions, it is cru-
cial to predict the content of pollutants in air taking into ac-
count the meteorological conditions. The observing statistics 
characterized by the multidimensional as well as multivariate 
properties. This way make the environmental forecast chal-
lenging. Conducted a comprehensive examination of pollutant 
concentration as well as meteorological factors through corre-
lation analysis. The analysis was aimed at determining the 
degree of impact of each meteorological factor on pollutants, 
and thus on the selection of factors with the greatest impact on 
pollution. Then choosing the input parameters of the neural 
network.  

The data were partitioned into training and testing sets; 70 
percent of the data as the training set, and the remaining 30 
percent was used as the test set. After some trial and error, the 
neural network consisting of one hidden layer of 16 neurons: 
the structure 32-16-1. The model trained using Adam optimiz-
er with three metrics to evaluate the models accuracy, includ-
ing Root Mean Squared Error (RMSE), Mean absolute error 
(MAE), Correlation coefficient (R). 

 

 
 
 
 
 
 

5 RESULTS  
To get the results in a most objective way, repeated the exper-
iments of training and testing with different activation  

 
functions. Applied the early stopping method to avoid 
overfitting in training, which guarantees the similar results in 
training and testing. Training during 40 epochs with the pa-
tience option of 10 and set the batch size to 72, the dropout 
rate to 0.1. The validation error used to perform “early stop-
ping” by choosing the number of epochs where its mean error 
is minimum. The experiment results for four selected stations 
are presented below in Table 2. The best prediction is achieved 
for 2th day at station 226 and for 1th day at station 220. 

Figures 2 and 3 presents the comparisons of predicted con-
centrations and observed concentrations of on data for PM2.5 
concentrations for stations 220 and 226 (with the best predic-
tions), respectively. A regression plots shows the correlation 
between the actual and the predicted result based on the value 
of the correlation coefficient. Performance of summer model 
gave better results than winter season. 

For this project, used Python packages, including NumPy 
to implement model, scikit-learn to rescale data with 
MinMaxScaler, Matplotlib to do visualization and Keras to 
build the neural network 

 
 
 
 
 
 
 
 

TABLE 2 
EXPERIMENT RESULTS 

Station Forecast 
measure 

RSME MAE Correlation 
coefficient 

212 +1day 19.050 3.749 0.506 

+2 days 18.447 3.861 0.472 

214 +1day 21.457 4.105 0.501 

+2 days 16.120 3.508 0.676 

220 +1day 16.421 3.451 0.705 

+2 days 18.909 3.860 0.550 

226 +1day 18.452 3.645 0.436 

+2 days 12.509 3.039 0.695 

 

Fig. 2. Predicted and observed concentrations of on data for PM2.5  
concentrations for station 220. 
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6 CONCLUSION 
In this paper, based on long short-term memory neural net-
work, a model of forecasting daily PM2.5 concentrations in 
Cracow was developed. This research explored the association 
between the concentration along with meteorological condi-
tions. The relationship has been modelled to explore PM2.5 
hourly concentration in terms of influence weather conditions. 
It turned out that temperature was the most determinant fac-
tors affecting air pollution potential compared to other mete-
orological factors. At the next stage of this scientific research, 
was to developed a neural network model for short-term pre-
diction of content of air pollutants. The aim of the experiments 
is to examine the effectiveness of the LSTM model for the pre-
diction of PM2.5 concentrations two days in advance. During 
modeling of the neural network tested the number of input 
neurons and the number of hidden layers. Model for the fore-
casting of the air pollution level described in this paper is suf-
ficiently effective for short-term data.  
   Over the last few years, artificial neural network have been 
applied to many environmental engineering problems. This 
severe PM2.5 pollution problem requires long-term policy as 
well as effective air quality prediction models. The right mod-
els can help to alert against exceedances of the legal concentra-
tion. 
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Fig. 3. Predicted and observed concentrations of on data for PM2.5  
concentrations for station 226. 
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